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ABSTRACT 

Data mining refers to the finding of relevant and useful information 

from databases. Data mining is also called Knowledge Discovery in 

Database (KDD), pattern Analysis, Data Archiology, and Business 

Intelligences. Data mining techniques are mostly used in educational 

environments. Educational data mining is an emerging field exploring 

data in education context by applying different data mining tools and 

techniques. The ability to predict the students writing skills is very  

important in educational environments. In this paper focused on comparison of four 

classification algorithms such as J48, Random Tree, LAD Tree, and ADTree. These 

algorithms are compared based on Correctly Classified Instances, Incorrectly Classified 

Instances, Recall, F-Measures, and Precision. 

 

KEYWORDS: Data Mining, Decision Tree, Classification, J48, Random Tree, LAD tree, 

ADTree. 

 

1. INTRODUCTION 

Data mining is the non-trivial process of identifying valid, novel, potentially useful and 

ultimately understandable patterns in the collected data set. EDM exploits statistical, machine 

learning and data mining algorithm over different types of educational data. Writing has at all 
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times and in all ages been a greater source of knowledge. Today, the ability of writing is 

highly valued and very important for social and economic advancement. Writing is typically 

an individual activity, although on occasion a person will write out benefit for other writers or 

readers. There are seven different attributes are used to find the students writing skills such as 

college type, qualification, Residence, motivation, language and improvements of writing and 

hobbies. 

 

The student writing skills data are classified and compared with J48, Random Tree, LAD 

Tree, and ADTree. Comparison is mainly based on common attributes like Correctly 

Classified Instances, Incorrectly Classified Instances, Recall, F-Measures and Precision. 

 

2. METHODOLOGY 

2.1 Data Collection 

The sample data are collected from theni district college students. We have collected 200 

sample data from students.Collected data are entered on excel sheet and initial preprocessing 

is done manually by filling the missing values by standard data and various inconsistence has 

been removed. 

 

2.2 Preprocessing 

Data Preprocessing begins with a collected dataset. Data preprocessing means filling in 

Missing Values, Smoothing Noisy Data, Identifying or Removing Outliers and Resolve 

Inconsistencies. 

 

2.3 Classification 

Classification is a form of data analysis that extracts models describing important data 

classes. Many classification methods have been proposed by researchers in machine learning, 

patterns recognition, and statistics. Classification is a two-step procedure, consisting of a 

learning step and a classification step. Classification consists of many kinds of algorithms 

such as, Byes, Functions, lazy, Meta, Rules and Trees. 

 

3. CLASSIFICATION METHODS 

3.1. Decision Tree 

Decision tree is a flow chart-like tree structure, where each internal node (main node) denotes 

a test on an attribute, each branch represents an outcome of the test and each leaf node 
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(terminal node) holds a class label. A decision tree is a classification scheme which generates 

a tree and set of rules, representing the model of different classes, from a given data set. 

 

Main advantages of decision tree: 

 Decision tree has the ability to generate understandable rules. 

 They are able to handle both numerical and categorical attributes. 

 They provide a clear indication of which field is most important for prediction or 

classification. 

 

 

Figure 3.1.1: Basic structure of Decision Tree. 

 

Decision tree techniques contain many algorithms such as BFTree, Decision Stump, FT, and 

j48graft, LAD Tree, LMT, NBTree, REPTree, CART, ID3, C4.5, Simple Cart, Random 

Forest, Random Tree, AD Tree and User Classifier.This paper is fully based on j48 and 

Random Tree, LAD Tree, and ADTree Algorithms.  

 

3.2 Precision 

It is the determination of exactness. It is the ratio of the predicted positive cases that were 

correct to the total number of predicted positive cases. 

Per=|{relevant document}∩{retrieval document}| 

| {retrival document}| 

 

3.3 Recall 

 Recall is the determination of completeness. It is the proportion of positive cases that were 

correctly recognized to the total number of positive cases. It is also known as sensitivity or 

true positive rate (TPR). 

Recall=| {relevant document}∩{retrival document}| 

| {relevant document}| 
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3.4 F-Measure 

A measure that combines precision and recall is the harmonic mean of precision and recall.  

 

3.5 J48 

Decision tree J48 is the implementation of algorithm ID3 developed by weka project 

team.J48 is an open source java implementation program.J48 is extension of ID3 algorithm. 

The additional functions of J48 are accounting for missing values, decision tree pruning, 

continuous attribute value ranges, derivation of rules, etc. 

 

3.6 Random tree 

A random tree is a collection of tree predictors that is called forest. It can deal with both 

classification and regression problems.  

 

The classification works as follows: the random trees Classifier takes the input feature vector, 

classifies it with every tree in the forest, and outputs the class label that received the majority 

of votes. In case of a regression, the classifier response is the average of the responses over 

all the trees in the forest. The entire tree is trained with the same parameters but on different 

training sets.  

 

3.7 ADTree  

An (ADTree) Alternating Decision Tree is a machine learning method for classification. It 

generalizes decision trees. An alternating decision tree consists of decision nodes and 

prediction nodes. Decision nodes specify a predicate condition and prediction nodes contain a 

single number.ADTrees always have prediction nodes as both root and leaves. An instance is 

classified by an ADTree by following all paths for which all decision nodes are true and 

summing any prediction nodes that are traversed.  

 

3.8 LAD Tree  

An (LAD) Logical Analysis of Data tree builds a classifier for binary target variable based on 

learning a logical expression that can distinguish between positive and negative samples in a 

data set. The basic assumption of LAD model is that a binary point covered by some positive 

patterns, but not covered by any negative pattern is positive, and similarly, a binary point 

covered by some negative patterns, but not covered by positive pattern is negative. The 

construction of LAD model for a given data set typically involves the generation of large set 
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patterns and the selection of a subset of them that satisfies the above assumption such that 

each pattern in the model satisfies certain requriments in items of prevalence and 

homogeneity. 

 

4. EXPERIMENTAL RESULT 

Writing skills attributes are age, year, college type, qualification, Residence, motivation, 

language and improvements of writing hobbies. Attribute selection method used to select 

some attributes. 

 

Thus the sample figures are used for students writing skills attributes. Such attributes are 

Qualification, Location Wise and Residence Wise. 

 

 

Fig 4.1: (a) Qualification Wise classification. 

 

In the qualification chart compare two attributes such as UG and PG. Finally PG students are 

improving good writing skills than UG students. 

 

 

Fig 4.2: (b) Location Wise classification. 
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In the Location chart compare two attributes such as VILLAGE and TOWN. Finally TOWN 

area students are improving better writing skills than VILLEGE area students. 

 

 

Fig 4.3: (c) College Type Wise classification. 

 

In the College Type chart compare two attributes such as CO-ED and WOMEN. Finally CO-

ED college students are improving writing skills than WOMEN college students. 

 

5. RESULT AND DISCUSSION 

Compare the classification algorithms (J48, Random Tree, LAD Tree, and ADTree) based on 

Correctly Classified Instances (CCI), Incorrectly Classified Instances (ICCI), Precision,F-

Measure and Recall. 

 

Tab 5.1: Qualification Wise Comparisons in J48, RT, ADTree, and LAD Tree. 
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Thus the result, When evaluate the four algorithm J48, Random Tree, LAD Tree, and 

ADTree. J48 provides a superior result in correctly classified instances, Precision, Recall and 

F-Measure than other algorithms. 

 

Tab 5.1: Location Wise Comparisons in J48, RT, ADTree, and LAD Tree. 

 

 

Thus the result, When evaluate the four algorithm J48, Random Tree, LAD Tree, and 

ADTree. J48 provides a greater result in correctly classified instances, Precision, Recall and 

F-Measure than other algorithms. 

 

Tab 5.1: College Type Wise Comparisons in J48, RT, ADTree, and LAD Tree. 
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Thus the result, When evaluate the four algorithm J48, Random Tree, LAD Tree, and 

ADTree. J48 provides a grander result in correctly classified instances, Precision, Recall and 

F-Measure than other algorithms. 

 

6. CONCLUSION 

From the consequence, the highest Precision, Recall and F-Measure values obtained for the 

J48. It can be seen J48 achieve increased classification performance and yield results that are 

exact. These sceneries also cover the missing values problem in the datasets and thus besides 

accuracy. It also overcomes the overfiting problem generated due to missing values in the 

datasets. For the classification troubles, if one has to a classifier among the tree based 

classifier set, we suggest to use J48 with confidence for variety of classification problem.  
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