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ABSTRACT 

One of the major goals of governments and public authorities around 

the world is the well-being of peoples and e-participation of citizens in 

public governance is by far one of the adequate ways to achieve it. 

This article focuses on e-participation specifically on its decision-

making component by using data science techniques for collecting,  

storing and processing data generated by the e-participation of citizens in governance. It is a 

way toward a smart e-participation in which public authorities have in their possession a 

powerful decision making tool that can allows getting useful and strategic insights from e-

participation data. A case study was conducted concerning the construction of Istanbul's third 

airport with data collected on Twitter. The aims of this work are taking into account the 

opinions of citizens who have to be at the hearth of each development project, making 

smarter the e-participation process and contributing to the satisfaction of citizens. 

 

KEYWORDS: E-Participation, Data Science, E-Governance, Social Media Analytics, 

Procurement. 

 

INTRODUCTION 

Public procurement, for its great economic weight namely 20% of world GPD, are of utmost 

importance for governments, businesses and citizens.
[1,2]

 The sector of public procurement 

faces many challenges and it is pointed out as one of the most corrupted sectors.
[3,4]

 To solve 
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part or all of these challenges, the e-participation of citizen in procurement governance is 

indubitably considered as one of the best solutions.
[5] 

 

Citizens are the first recipients of public procurement. Therefore, they are not associated to its 

governance in many countries. In most cases, public procurement are designed by authorities, 

leaded by them until achievement without involving citizens at any level of this process. 

 

The development of Information and Communication Technologies (ICT) and their use in our 

lives is an irreversible process. Thus, e-governance, across the world, is considered as a 

priority by governments, businesses and civil societies.
[6]

 E-participation, which allows a 

participation of people using ICT typically internet, is an important part of e-government and 

can be a powerful tool that can allow citizen’s participation in public procurement 

management in particular and governance in general.
[7]

 Today, e-participation has become 

more and more a reality because of the emergence of advanced digital societies. 

 

To improve the process of e-participation as well as achieve a smart e-participation that can 

provide strategic information for decision making, the integration of data science concepts 

and methods is indubitably one of the best ways.
[8,9]

 Data science has emerged as a growing 

new discipline that uses essentially mathematics and computer science to build a smart 

decision support tools.
[10]

 

 

The goal of this work is to bring a contribution to citizen e-participation by building a 

decision support platform for citizens and public authorities. This IT solution integrates the 

concepts and methods of data science namely data visualization, natural language processing, 

social media analytics and sentiment analysis. This IT solution, on the one hand, will take 

into account the opinions of citizens concerning public procurement management and, on the 

other hand, it will help public authorities to have a better understanding of citizens’ 

expectation. 

 

The remainder of this paper is structured as follows. Section 2 exposes the concepts of e-

participation and data science and the link between them. Section 3 explains public 

procurement and its characteristics. The results of our work concerning the contribution of 

data science concepts and its methods in the emerging of a smart e-participation are presented 

in section 4. The paper ends with concluding remarks and avenues for future research in 

section 6. 



Diabagate et al.                              World Journal of Engineering Research and Technology 

 

 

 

 

www.wjert.org                           

 

 

 

 
 

125 

E-Participation and Data Science 

E-participation and data science are independent concepts. However, data science can be used 

in many contexts including e-participation for recovery, processing and analysis of data to 

facilitate the decision process. 

 

The concept of e-participation 

Public participation which is defined as the redistribution of power from government to 

citizen is an effective way to empower citizens by taking into account their opinions and 

expectations in the decision making.
[11]

   

 

The process of public participation, according Arnstein, can be divided into three main steps: 

non-participation, tokenism and citizen power. The step of non-participation has 

manipulation and therapy as subs-steps that are not intended to enable the participation of 

citizen but allow the authorities to educate and prepare citizen to public participation. 

Regarding tokenism, it has three sub-steps namely informing, consulting and placation that 

allow citizens to heard and be heard even though their opinions will not be taken into 

consideration. Concerning the step of citizen power, it includes the sub-steps of partnership, 

delegated power and citizen control. This step is a top level of public participation and it 

allows the citizen to become real actors in public governance by exercising the power through 

authorities.
[12]

 

 

The Organization for Economic Cooperation and Development (OECD) and the International 

Association for Public Procurement (IAP2), also, respectively introduced their classifications 

of public participation. According OECD, public participation can be categorized into three 

levels namely information, consultation and active participation. IAP2 proposed, in 2007, the 

new classification of public procurement steps that includes information, consultation, 

involvement, collaboration and empowerment.  

 

There are some similarities and differences between the steps of public procurement proposed 

by Arnstein, OECD and IAP2. The step of non-participation and its sub-steps of Arnstein’s 

model have not been represented in OECD and IAP2 models. Information and consultation 

steps in the models of OECD and IAP represent the step of tokenism in Arnstein’s model. 

The step of citizen power in Arnstein’s model corresponds respectively to active participation 

in OECD’s model and involvement, collaboration and empowerment in IAP2’s model.  
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In these three models, when going up, the role of citizen in public participation becomes 

more active and decisive by moving from simple information consumer to decision maker.  

 

E-participation as a new form of public participation uses ICT to enhance the implication of 

citizen as stakeholders through deliberation and active decision-making initiatives.
[13,15]

 E-

participation can also “refers to citizens’ voluntary participation and involvement in public 

administration affairs and public decision-making through the use of web-based applications 

provided by government”.
[16]

 and citizen. 

 

E-participation increases the participation of citizen by deleting the constraints of time and 

space of classic public participation. To be effective, it involves the engagement of citizens 

and government and it allows establishing connection between citizens and between citizens 

and government. It will be more attractive for citizen if their opinions are really taken into 

consideration and they perceive the results of their engagement on the governance actions.
[17]

 

 

E-participation is adopted by many governments around the world through IT solutions like 

online forums, virtual discussions room and electronic polls. 

 

Taking into consideration OECD’s classification (enabling, engaging and empowerment), 

Machintosh proposed e-enabling, e-engaging and e-empowerment as the level of e-

participation.
[18]

 

 

Using IAP’s classification of public participation (information, consultation, involvement, 

collaboration and empowerment), Tambouris et al. proposed five levels for e-participation 

namely e-information, e-consultation, e-involvement, e-collaboration and e-empowerment.
[19]

 

 

Understanding of data science 

The term data science is used to designate an interdisciplinary field which allows discovering 

knowledge from data.
[20]

 To achieve this, this new field uses two major scientific disciplines 

namely mathematics (in general statistics) and computer science and to which can be added 

the expertise in a given field of application.
[21]

  

 

The branches of mathematics, statistics and computer science used in data science are 

numerous, among them signal processing, probabilistic models, statistical learning, data 

mining, computer programming, uncertainty modelling, data warehousing, high-performance 

computing, etc. Also, data science field has many techniques such as machine learning, 



Diabagate et al.                              World Journal of Engineering Research and Technology 

 

 

 

 

www.wjert.org                           

 

 

 

 
 

127 

natural language processing, data analysis, web scraping, social media analytics, sentiment 

analysis, data visualization (data visualization), etc.
[22]

 

 

Statistics is at the heart of data science because it offers the majority of scientific methods for 

data processing. Thus, the statistician can easily become familiar with data science by 

appropriating the concepts and tools of this new discipline and by perfecting himself in 

certain areas of computer science.
[23]

 Given the growing need for data scientists and the 

coming together of data science and statistics, many proposals stipulate the integration of data 

science into training programs for statisticians.
[24]

 

 

The term "data scientist" is used to designate a specialist in data science. The data scientist is 

distinguished by his ease with mathematics including statistics and his computer skills in 

particular computer programming.
[25,27]

 According to IBM: “a data scientist represents an 

evolution from the business or data analyst role. The formal training is similar, with a solid 

foundation typically, in computer science and applications, modeling, statistics, analytics, and 

math’’.
[25]

 However, given the interdisciplinary nature of data science
[28]

, collaborative work 

between people of different skills (statistician, computer scientist, specialist in the field of 

application) is the ideal approach. 

 

Public Procurement 

Public procurement is an onerous contract concluded between a contracting authority (public 

service) and a natural or legal person called an entrepreneur, supplier or service provider for 

the performance of works, the delivery of supplies or the provision of services. 

 

It can also be defined as a contract concluded between one or more economic operators 

(public or private entities) and one or more contracting authorities (State, local authorities, 

public law organisms and associations formed by these communities or institutions). 

 

By their nature and purpose, public procurement can be grouped into three broad categories: 

Public works contracts: these contracts deal with the execution or design of works such as 

the construction of buildings, roads and other that meet the needs specified by the contracting 

authority. 

 

Public service contracts: they relate to the delivery of benefits relating to "priority" or "non-

priority" services. The so-called "priority" services, limited by the texts, are subject to the 

rules of public procurement. This is such maintenance or repair services, land transport 
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services, electronic communications, advertising, roads, market research, training, etc. The 

other services, deemed "non-priority", such as hotel and restaurant services, rail transport, 

legal services, social and health services or any other service may be placed under a lighter 

procedure. 

 

Public supply contracts: these contracts are for the acquisition of supplies, their installation 

and sometimes for their maintenance. They cover all contracts outside works and services 

contracts relating to the purchase, leasing, rental, hire-purchase and delivery of products. 

 

Data Science for a Smart E-Participation In Public Procurement Governance  

This approach consists of using data science techniques to analyse the opinions of citizens 

regarding the governance of public procurement. Its purpose is to take into account these 

opinions and to make citizens new actors in the management of public contracts. 

 

To implement this approach, R and its data science packages have been chosen, especially 

those dedicated to natural language processing, text mining, social media analytics, sentiment 

analysis and data visualization. The main R’s packages used are: 

 Twitte R: a package that allows you to connect R to Twitter and retrieve its data; 

 NLP: R package dedicated to natural language processing; 

 Tm: popular and widely used package for text mining; 

 Ggplot2: R package dedicated to data visualization; 

 Sentiment: R package for sentiment analysis that integrates the concepts of machine 

learning. 

 

For illustration, tweets about the construction project of the third airport of Istanbul have 

been used. This latter is poorly perceived by some persons and associations who consider it 

as a threat to the environment. 
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Data recovery and preparation 

 

Fig. 1: R code for retrieving and cleaning tweets. 

 

The code in Fig. 1 allows you to connect to twitter documentation through identifiers, to load 

tweets with specific keywords and hashtags, to clean and prepare tweets for processing and to 

save them in a .csv file. 

 

 

 

#Load the packages 
library(twitteR) 
library(RColorBrewer) 
library(wordcloud) 
library(ggplot2) 
library(NLP) 
library(tm) 
library(devtools) 
library(Rstem) 
library(sentiment) 
 
#File required for windows user 
download.file(url="http://curl.haxx.se/ca/cacert.pem", 
destfile="cacert.pem") 
 
#Access keys to twitter documentation 
 consumer_key <- '**********************************' 
consumer_secret <- '********************************' 
access_token <- '***********************************' 
access_secret <- '**********************************' 
setup_twitter_oauth(consumer_key,consumer_secret,access_token, 
access_secret) 
 
##################### Download the tweets 
##################### 
Airport_P <- searchTwitter("Istanbul New Airport", lang = 
'en') 
 
#save tweets as text 
Airport _P_text <- sapply(Marche_P, function(x) x$getText()) 
 
################### Clean and prepare tweets for analysis 
#################### 
# Remove retweet entities 
Airport_P_text = gsub("(RT|via)((?:\\b\\W*@\\w+)+)", "", 
Airport_P_text) 
 
# Remove at people 
Airport_P_text = gsub("@\\w+", "", Airport_P_text) 
 
# Save tweets in .csv file 
write.csv(Airport_P_text, file = '../Airport_P_text.csv’, 
row.names=F)  
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Application of data visualization 

Data visualization is a data science method that consists of making graphical representations 

of data to improve understanding, communication and decision-making. In other words, it is 

the art and practice of collecting, analyzing and graphing information (data).
[29,31]

 This is not 

a new technique but it is growing today thanks to its key role in decision-making systems and 

its use in Big Data and natural language processing.
[32,33]

 Indeed, for decision makers, who 

are largely not statisticians, the visualization of data allows them to have a good readability of 

a given situation. 

 

The application of data visualization in this study is to develop some graphical 

representations. Thus, after cleaning up and preparing tweets for analysis, the data 

visualization stage will help better understand of the tweets via a graphical representation of 

key information. Fig. 2 illustrates the R code used to visualize data in the corpus which 

contains all the tweets collected.  

 

 

Fig. 2: R code for data visualization. 

 

###### Data visualization : wordcloud, histogram 

############## 

 

#Create the corpus 

Marche_P_text_corpus <- Corpus(VectorSource(Marche_P_text)) 

 

# Make the Wordcloud 

Marche_P_text_corpus <- tm_map(Marche_P_text_corpus, 

function(x)removeWords(x,stopwords())) 

pal2 <- brewer.pal(8,"Dark2") 

wordcloud(Marche_P_text_corpus, min.freq=2,max.words=300, 

colors=pal2) 

 

#Build the tdm (term document matrix) 

tdm <- TermDocumentMatrix(Marche_P_text_corpus) 

 

#Most frequent terms 

(tt <- findFreqTerms(tdm, lowfreq=30)) 

 

# Count the number of occurrences of the most frequent words 

termFrequency <- rowSums(as.matrix(tdm[tt,])) 

termFrequency 

 

# Build the histogram 

qplot(names(termFrequency), termFrequency, geom="bar", 

stat="identity") 
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Fig. 3: Wordcloud representing the most common words in tweets. 

 

 

Fig. 4: Histogram of the most common words. 

 

The wordcloud, popular in text mining, was used to represent the most frequent words (Fig. 

3). In addition, a histogram (Fig. 4) has been made to highlight the words having a frequency 

equal to at least 30. 

 

The histogram and the wordcloud both show that the words "airport" and "new" are the most 

frequent. 
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Application of social media analytics and sentiment analysis 

The proposed e-participation approach of involving citizens in the governance of public 

procurement integrates social media analytics. The latter contains all practices for collecting 

data from blogs, social networks (Twitter, Facebook, Instagram, Youtube, linkedIn, Flickr, 

etc.) and analyze them for descriptive and decision-making purposes.
[34,38]

 Also called social 

media intelligence, it is used by professionals in many fields: business, marketing, politics 

(popularity rating), transportation, sales, etc.
[39,43]

 Its most common use is to identify the 

opinions (sentiments) of blogs and social networks users, which establishes a close link 

between social media analysis and sentiment analytics.
[44]

 

 

Human beings, in a general and natural way, always have an opinion on a given situation. 

The sentiment analysis is a data science method whose purpose is the analysis of opinions, 

sentiments, attitudes, emotions from written language (text).
[45,47]

 making it a method 

belonging to the big family of natural language processing methods.
[48]

 

 

The sentiment analysis is a recent method. This is because statisticians used surveys and 

opinion polls to identify people's opinions about a given situation, the lack of statistical 

methods of extracting opinions from written documents (texts) and the lack of powerful 

computers capable of storing and implementing greedy methods in terms of calculations.
[49]

 

Sentiment analysis has flourished with the advent and development of the web and social 

media,
[50]

 the availability of more powerful computers in terms of storage capacity and RAM 

and advances in statistical methods.
[38]

 

 

Many tools have been developed to make social media analytics and sentiment analysis 

among which packages of R and Python modules that have the advantage of being generally 

free. In this study, the package "sentiment" of R that integrates the machine learning method 

«Naïve Bayes» has been used. 

 

Machine learning denotes a set of methods aimed at analyzing, interpreting and predicting a 

phenomenon based on a sample of observations described by  independent or explanatory 

variables. 

 

Let  be a sample of training; i.e. a series of independent and 

identically distributed (i.i.d) random variables having the same distribution as a random 
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vector  which distribution is unknown. Let  and  be respectively spaces in which live 

the random variables  and .  

 

For every new input , the aim of supervised machine learning is to 

predict . Depending on the space , supervised learning is: 

 A regression if ; 

 A classification if  where  represent the classes (categories). 

 

A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes' theorem 

with strong (naive) independence assumption. Given a problem instance to be classified 

 representing n independent variables, it assigns to this instance 

probabilities: 

 

 

Naive Bayes classifier assumes that the presence (or absence) of a particular feature of a class 

is unrelated to the presence (or absence) of any other feature, given the class variable.  

 

Naïve-Bayes has been used as an effective classifier. It is easy to construct Naïve Bayes 

classifier as compared to other classifiers because the structure is given a priori and hence no 

structure learning procedure is required. Naïve Bayes assumes that all the features are 

independent of each other. 

 

An advantage of the naive Bayes classifier is that it only requires a small amount of training 

data to estimate the parameters necessary for classification. Naïve Bayes is based on Bayes 

theorem defined as follows: 

 
 

By using Bayes theorem and under the independence assumption, the probabilities define in x 

become as follows: 

 
 

To build the Naïve Bayes classifier, the Naïve Bayes probabilities model defined in y is 

combined with a decision rule. For example, by using the maximum a posteriori decision 
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rule, the Naïve Bayes classifier is the function that assigns a class label  for some k as 

follows: 

 

 

Fig. 5 shows the R code for the implementation of the Naïve Bayes by using 

"classify_polarity" method of the package "sentiment", which allows subdividing the tweets 

into three categories (negative, neutral, positive). This code, also, counts the number of 

tweets in each category. 

 

Fig. 6 shows the code used to visualize the opinions. Of all the tweets collected, 95% are 

positive about the construction project of Istanbul's third airport, 4% are negative and 1% is 

neutral. If this trend is confirmed with a large number of tweets, the political authorities can 

use this result as an argument to justify the citizens' support for this project. Fig. 7 shows a 

histogram of the polarity of opinions from tweets. 

 

 

Fig. 5: R code for sentiment analysis. 

 

 

Fig. 6: R code for viewing results on a histogram. 

# data visualization: plot distribution of polarity 

ggplot(sent_df, aes(x=polarity)) + 

  geom_bar(aes(y2=..count.., fill=polarity)) + 

  scale_fill_brewer(palette="RdYy") + 

  labs(x="polarity categories", y="number of tweets")  

  ggtitle("Sentiment Analysis: histogram of opinion (e-

particpation)")+  

  theme(plot.title = element_text(size=12)) 

################ Sentiment analysis (polarity) ############## 

# classify polarity 

class_pol = classify_polarity(Marche_P_text, 

algorithm="bayes") 

 

# get polarity best fit 

polarity = class_pol[,4] 

 

# data frame with results 

sent_df = data.frame(Marche_P_text, polarity=polarity, 

stringsAsFactors=FALSE) 

 

# Number of occurrences in modalities in "Polarity" 

table(sent_df[2]) 
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Fig. 7: Histogram of opinions. 

 

Conclusion and perspectives 

All public authorities claim that their main goal is to work for people happiness and well-

being. This goal cannot be really achieved without people participation to the main activities 

of public governance. For this purpose, since ancient societies, political leaders to ensure the 

contribution of people have implemented some mechanisms. Today, with the advent of 

information and communication technologies, governments and citizen have at their 

disposition a powerful tool that can help them improve and make better the citizen 

participation in governance. 

 

E-participation process and the data it generates can be used to make powerful and strategic 

decision-making tools, which can allow achieving its main objective: citizen participation and 

taking into account of their opinions. Moreover, political leaders and citizen can use these 

decision-making tools to reach others goals such as political stability, measuring of polarity 

rating, transparency and good governance. 

 

This paper proposes, in the context of e-participation, decision support tool by using data 

science methods namely data visualization, sentiment analysis and social media analytics. In 

that sense, twitter data have been collected, stored and processed with a view to identifying 

and understanding citizen opinions and expectation. 

 

In terms of perspectives, the concept of Big Data will be applied because of the huge quantity 

of data that can be produced by the e-participation of citizens to public procurement 

governance. To that end, a Hadoop or Spark cluster will be built to stock, manage and 
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process the data. In addition, for real time processing and providing real time information, a 

Storm cluster will be deployed. 
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