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ABSTRACT 

The Indian Recruitment market has grown substantially over the last 

half-decade as the need for cheap labor grows the number of job 

openings is increasing. And as the job market increases so does the  

recruitment industry which is a new way of hiring people by outsourcing the hiring process 

itself to other companies whose sole purpose is to give the correct talent required for the 

company. This is done because these companies are hiring in bulk and doing such a thing in-

house will require a lot of company resources which will hamper productivity. As such 

companies emerge even for them manually going through all of the Resume of candidates is 

very time-consuming and tedious so these Talent Acquisition Companies use various ML 

models to filter out top resumes according to the job roles, which reduces the efforts for the 

HR team. 

 

1 INTROZDUCTION 

Machine learning is a field where we train a model with a dataset to predict the desired output 

when given new data. Screening the resumes is mostly done using Natural Language 

Processing (NLP), Natural language refers to the way we humans communicate with each 

other. NLP is concerned with giving computers the ability to understand the text and spoken 

words in much the same way human beings can. NLP combines computational linguistics- 

rule-based modeling of human language with statistical, machine learning, and deep learning 

models. Together combining these technologies helps computers process the way human 

language works in the form of texts or voice data and „understand‟ its full meaning.  As the 
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job market is growing in India, millions of new job seekers are joining the workforce every 

year, as per LinkedIn.
[7]

 Around 1.3 million new jobs were created as per the 2021 

Employees Provident Fund Organization (EPFO).
[8]

 As of this year, the unemployment rate 

of India is around 7.74%.
[6]

 where the urban area has an unemployment rate of 9.06% and the 

rural area is 7.13%. The number of job seats available is not enough to cover the staggering 

amount of applications the companies will receive. 

 

Hence, if the companies hire in bulk there are many applications to find the talent that they 

need which will require a considerable amount of resources and time, this problem Talent 

acquisition Companies arise as solutions for this problem who fill in the spot and get the job 

done with less amount of resources costing to the company with an acceptable timeline. Even 

here the applications are in millions which is a tedious task to go through them hence these 

companies use various Machine learning models which will rank out the top resumes which 

are the best fit for the job role. 

 

2 METHODOLOGY 

The aim of the system is to predict the right job role for the given resume with the help of a 

trained deep learning model over the acquired dataset. The process will be divided into the 

following parts 

1) Data Preprocessing  

2) NLP pipeline 

3) Training the Model 

4) Testing 

 

Dataset  Description 

The dataset is publicly available on Kaggle. The Dataset contains 3 fields ID, Category, and 

resume. There are a total of 25 different categories and a total of 962 observations. 
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2.1 Data Preprocessing 

The Resume data is cleaned using the regular expression library in python.  

 

All the special characters such as @, $,%,#.& and * are removed, other characters like /,”,.,:,, 

= and _ is also removed in this process. Once the data is cleared of all these characters which 

will not add any strength to the model the processed data will be sent to the NLP pipeline 

 

 

 

2.2 NLP Pipeline 

Natural Language processing is basically a process where we help machines understand 

human language. As we all know machine‟s language is binary it understands 0‟s and 1‟s. So 

to make the machine understand human sentences and words we use the NLP. 

 

Below given is the NLP pipeline used. 
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When we extract the corpus from the dataset and the cleaning process is completed, the data 

is sent to the NLP pipeline to perform the following operations. 

 

2.2.1 Eliminating the stop words 

A stop word is a commonly used word like (the, and, or and so on). These words are not 

important for the model as they don‟t make any meaning and will contribute the least while 

prediction. 

 

We use the NLTK library for the removal of stop words, below given are the stop words it 

consists. 

 

{„ourselves‟, „hers‟, „between‟, „yourself‟, „but‟, „again‟, „there‟, „about‟, „once‟, „during‟, 

„out‟, „very‟, „having‟, „with‟, „they‟, „own‟, „an‟, „be‟, „some‟, „for‟, „do‟, „its‟, „yours‟, 

„such‟, „into‟, „of‟, „most‟, „itself‟, „other‟, „off‟, „is‟, „s‟, „am‟, „or‟, „who‟, „as‟, „from‟, 

„him‟, „each‟, „the‟, „themselves‟, „until‟, „below‟, „are‟, „we‟, „these‟, „your‟, „his‟, 

„through‟, „don‟, „nor‟, „me‟, „were‟, „her‟, „more‟, „himself‟, „this‟, „down‟, „should‟, „our‟, 

„their‟, „while‟, „above‟, „both‟, „up‟, „to‟, „ours‟, „had‟, „she‟, „all‟, „no‟, „when‟, „at‟, „any‟, 

„before‟, „them‟, „same‟, „and‟, „been‟, „have‟, „in‟, „will‟, „on‟, „does‟, „yourselves‟, „then‟, 

„that‟, „because‟, „what‟, „over‟, „why‟, „so‟, „can‟, „did‟, „not‟, „now‟, „under‟, „he‟, „you‟, 

„herself‟, „has‟, „just‟, „where‟, „too‟, „only‟, „myself‟, „which‟, „those‟, „i‟, „after‟, „few‟, 
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„whom‟, „t‟, „being‟, „if‟, „theirs‟, „my‟, „against‟, „a‟, „by‟, „doing‟, „it‟, „how‟, „further‟, 

„was‟, „here‟, „than‟} 

 

 

 

2.2.2 Lemmatization 

Lemmatization is the process of grouping together the different inflected forms of a word so 

they can be analyzed as a single item. Lemmatization is similar to stemming but it brings 

context to the words. So it links words with similar meanings to one word.  

 

Text preprocessing includes both Stemming as well as Lemmatization. Many times people 

find these two terms confusing. Some treat these two as the same. Actually, lemmatization is 

preferred over Stemming because lemmatization does morphological analysis of the words. 

 

 

 

2.2.3 Word Cloud Formation 

Word Cloud is a data visualization technique used for representing text data in which the size 

of each word indicates its frequency or importance. Significant textual data points can be 

highlighted using a word cloud. Word clouds are widely used for analyzing data from social 

network websites. 
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2.2.4 Tokenization 

Tokenization is essentially splitting a phrase, sentence, paragraph, or an entire text document 

into smaller units, such as individual words or terms. Each of these smaller units is called a 

token. 

 

The tokens could be words, numbers, or punctuation marks. In tokenization, smaller units are 

created by locating word boundaries. 

 

These are the ending point of a word and the beginning of the next word. 

 

2.3 Training Method 

For the training purpose in deep learning, we have used Keras layers to form a neural 

network.  

 

We‟ve used 3 different layers. 

 

2.3.1 Embedding layer 

The embedding layer is one of the available layers in Keras. This is mainly used in Natural 

Language Processing related applications such as language modeling, but it can also be used 

with other tasks that involve neural networks. While dealing with NLP problems, we can use 

pre-trained word embeddings such as GloVe. Alternatively, we can also train our own 

embeddings using the Keras embedding layer. 

 

2.3.2 Dense Layer 

The dense layer is the regular deeply connected neural network layer. It is the most common 

and frequently used layer. The dense layer does the below operation on the input and returns 

the output. 

 

2.3.3 Bidirectional LSTM 

Bidirectional LSTMs are an extension of traditional LSTMs that can improve model 

performance on sequence classification problems. 

 

We‟ve used 1 embedding layer and Bi-directional layer and 3 the dense layer, with the dense 

layer we use 2 different activation functions (SoftMax and relu). 
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2.4 Testing 

The dataset was distributed in the ratio of 80:20 before training the model. Once the model is 

trained the remaining 20% of the dataset is used to measure the accuracy of the trained model 

in our case the model is giving out accuracy of 97%. 

 

 

 

CONCLUSION 

This Paper deals with multiple methods to detect, identify and classify various resumes using 

multiple machine learning and Neural Network models. The accuracy of the models varies 

based on the datasets used the complexity of the learning methods and the size of the dataset, 

the results range from 78% - 98%. We conclude that with a proper dataset and the right 

algorithm we can get good accuracy and desired output for a large variety of purpose. 
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