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ABSTRACT 

Ethics about AI and autonomous systems is becoming more prominent 

because of the rapid changes occurring in the world of technology. The 

paper would give insights into how much ethics is dictating the design 

and deployment of the newest innovations as well as is raising the 

awareness of the call for such technologies to seize human values. 

While self-driving cars and AI applications have many advantages, 

they raise issues regarding justice and privacy as well as employment.  

Looking at some ethical approaches-outcomes, rules, and virtues-the paper shall discuss the 

challenges of ethical dilemmas these technologies present. It shall also point out the need to 

ensure safety and hold responsibility in the large impact that these have for society. From 

such a viewpoint, this paper infers pragmatic recommendations that ensure the design and 

implementation of AI and other autonomous systems are innovative and morally sound to 

enable them to become real. 

 

KEYWORDS: Ethical Impact, Artificial Intelligence, Human Values, Accountability, 

Autonomous Vehicles. 

 

1. INTRODUCTION 

From a niche technology, artificial intelligence has risen to become something of force in 

changing the current states of many human lives. With each advancement in AI systems, the 

former begins showing abilities that go beyond any conventional standard for human 

intelligence and decision-making processes. Well, AI is far from using human cognitive 
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processes, as that cognitively is deeply based on biological structures and evolutional 

development of humans, whereas the concept of AI is through algorithms and data-driven 

models. This difference at the root makes such an essential distinction between human and 

artificial intelligence, causing serious ethical and practical questions about the future of these 

technologies. In simple words, the human brain is still unmatched by the current AI systems 

from far away in terms of better rationalizing abilities, emotional response, and adaptive 

problem-solving. 

 

The functionality of this vital body organ enables a human to take the risk by engaging in 

intricate social games and moral choices no AI can do today.
[4]

 On the one hand, AI systems 

process mind-boggling amounts of data at phenomenal speeds but rely on human 

programming and training data. They do not possess inborn insight and ethical reasoning that 

make up human cognition.
[6]

 Their dependence on predetermined algorithms and data 

underscores the central challenge to embedding AI in social functions that require more 

subtle judgment calls. For example, in autonomous systems such as self-driving cars and 

decision-making algorithms, the goal has sometimes been set at how to reach or surpass 

human performance on specific tasks. That's a daunting challenge enough; even more 

daunting, however, is to develop systems that can do many of the things people can and do so 

dependably and flexibly in cognition.
[7]

 For example, although AI is incredibly effective in 

carrying out mundane work, it is particularly poor at tasks that involve ethical decisions or 

contextual awareness. The complexity of human thought through the lenses of emotional and 

social issues is an enormous barrier in the development of AI.
[2]

 Some of the most basic 

ethical considerations in this end involve programming AI systems to include ethical 

reasoning. 

 

Humans naturally use moral frameworks developed from the culture and lived experiences of 

humans that guide their decisions about ethical behavior.
[4]

 On the other hand, AI systems are, 

by default, based solely on algorithms and perhaps are not designed with moral reasoning 

capacity in mind. Essentially, what is required is the infusion of ethical principles and 

theories based on societal foundations into AI coding for the ability to navigate complex 

moral dilemmas.
[3]

 This interaction is crucial in establishing trust in AI systems and ensuring 

the systems work based on human values. The interaction between AI and human capabilities 

has also had a significant effect on societal attitudes toward technology. As more applications 

of AI arise, the advancement of this technology must, through ethics, mirror humanity.
[2]
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This harmony goes further than technical excellence toward ensuring that AI further welfare 

positively in society.
[2]

 It emphasizes that AI technology has to be developed and 

implemented with ethical considerations so that such systems are really in favor of humanity 

and up to the expectations from them.
[3]

 The effects of autonomous systems have to be 

critically looked into as they are increasingly becoming integrated into life, as is evident in 

many respects. This brings concerns about economic displacement, social inequality, and the 

potential erosion of human relationships in relation to the tasks long performed by humans. 

For example, one can see how the use of self-driving cars might disrupt the profession of 

professional drivers, and advanced robots in healthcare might bring inequality in access to 

care.
[5] 

 

It therefore means handling such issues will require a good knowledge of the impact of the AI 

systems on the different constituencies of society and policies that minimize risks and 

maximize gains. This is what ethical frameworks bring about: the moral complexity 

associated with autonomous systems. Several forms of ethical frameworks that exist in the 

literature, among which are utilitarianism, deontological ethics, virtue ethics, and ethics of 

care, articulate various alternative perspectives concerning the way one should be considering 

evaluation of the impacts of such technologies. Each framework provides insight into how 

autonomous systems ought to be designed and used with regard to consonance with human 

values and ethical norms.
[4,1,8]

 Against such kinds of insight yielded from application, we're 

seeing what kind of ramifications arise from the AI technologies that we have, and with all 

these pieces developing simultaneously, what emerges is solutions that are striving to balance 

innovation with concerns. 

 

As we converse on the impact of AI and other autonomous systems, there is need to hold to 

this human-centric view since these systems will have to advance humanity's better interests 

without compromising on ethical standards and societal value systems. What has all 

penetrations of AI in various facets of life brought forth is the opportunity as well as the 

challenges in dictating an ongoing dialogue and refines on ethical guidelines seeing that these 

technologies end up positively shaping society.
[4, 7] 

 

2. Art of the State 

Ethics has been condemned to intense scrutiny in the rapid developments that have attended 

technologies such as self-driving cars, drones, and robotic helpers. Such technologies have 
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tremendous benefits in terms of increasing efficiency and safety but also raise difficult 

problems that need to be considered carefully from a human-centered point of view. 

 

Safety factors are also a great ethical issue. Although safety for humans must always be 

considered first in designing autonomous systems, it still seems like a technology-leaning 

field. For instance, decision algorithms for self-driving cars should include several uncertain 

events so that they come up with decisions safe.
[4]

 These systems proved that though they can 

reduce the occurrence of accidents caused by human mistakes, they are far from being perfect 

and may cause some new kinds of risks if proper testing and regulation are not followed.
[12]

 

Problems related to accountability could form a significant barrier. Whosoever is responsible 

for damage or failure of self-governing systems would prove really hard to determine. It is 

pretty tough to choose who should be liable, manufacturers, software developers, or 

consumers. Who would be liable in the case of an accident by the self-driving car- the owner, 

the software developer, or the manufacturer? Significant moral and legal issues arise from 

this ambiguity.
[3] 

 

In addition, the effects of these systems should not be discounted in terms of society. These 

technologies may transform all industries in existence today but also may exacerbate social 

inequality with a trend to create more unemployed people. The researchers observe that this 

automation will tend to hit low-wage jobs primarily, thereby resulting in unequal income and 

social unrest.
[2] 

 

3. Artificial Intelligence and Human Beings: A Comparative Perspective 

So far, no one has been able to create an AI that can match the human brain in its incredible 

computing power and complex capabilities, so there are fundamental differences in what AI 

can do and how it can work with humans. Unlike AI
[4]

, which still relies heavily on human 

programming and data to solve problems, the human brain is equipped with adaptive 

problem-solving cognition, reasoning and logical thinking systems.
[6]

 Humans are far more 

complex, with a much wider range of emotional responses, distinct individual personalities 

and an unattainable ability to adapt to any kind of environment. This complexity is what 

makes it hard to replicate human capability in AI systems because for often the goal is to rid 

or reduce human interaction.
[7]

 Thus, in all aspects, the autonomous system aims to offer 

performance capabilities equal to or superior to human capabilities and reduce the 

relationship as delivered by a human then.
[7]

 This goal faces significant challenges in 

designing systems that can operate while maintaining the robustness and adaptability of 



Ansari et al.                                    World Journal of Engineering Research and Technology 

  

 
 

www.wjert.org                         ISO 9001: 2015 Certified Journal       

 

156 

human cognition, including technical and ethical issues. The challenge here is that one of the 

most serious difficulties in this field is to program the ability to apply ethical inference. 

Therefore, the human brain automatically applies a moral framework brought out of social 

standards and personal experiences so that subtle decision -making processes can sort subtle 

things.
[4] 

 

On the contrary, AI systems are a kind of algorithms and inputs of information that may or 

may not contain a moral reasoning process to solve tricky questions on morality.
[1]

 For the 

implementation to work in situations requiring an ethical decision, it has to be built on 

comprehension and integration of multiple social theories and principles of ethics.
[3]

 This will 

therefore ensure that the AI systems used generate solutions based on human-friendly 

principles imbued with societal values, thereby gaining the much-needed human trust and 

acceptance from the users themselves.So, how will different technologies, integrating human 

and AI capabilities, impact society in the future? It is therefore crucial that these advanced 

artificial intelligence systems are designed and used in strict accordance with ethical 

standards that reflect human values.
[2]

 In other words, alignment is not just about 

performance, it also means ensuring that AI systems contribute constructively to the well-

being of society. The complexity of the human mind, combined with the depth of ethics that 

comes with it, creates great challenges in creating AI, which needs to be constantly updated 

to better meet society's changing expectations.
[3, 1] 

 

Given these developments, it is clear that ethical considerations have now become decisive in 

the further development and use of AI technologies, the capabilities of which open up areas 

previously considered impossible. In the not-too-distant future, AI systems may become 

prevalent in many areas of life, from self-driving cars to strategic decision-making 

algorithms. Their type of development within a framework of ethical principles will 

determine their integration into society.
[4, 7]

 In general, the integration of this system can lead 

to the emergence of stronger capabilities of AI, the adjustment of human values, and a 

significant positive contribution to the final process of evolution and social development.
[2, 3] 

 

4. Ethical Frameworks for Autonomous Systems 

the belief that setting up an ethical framework while discussing the complex moral 

issues of autonomous systems becomes one aspect that has to be considered this 

framework will help us evaluate the impact of the social dimension of these technologies 

and guide their development according to human values and the needs of society 
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utilitarianism is one framework that uses consequences to evaluate the actions in a bid to 

maximize the overall happiness and the elimination of suffering utilitarianism applied 

to autonomous systems evaluates what such technologies can do in terms of benefits and 

harms for example self-driving cars entail great benefits in reducing road accidents and 

saving lives therefore implicated in the useful school of thought 4 in this framework the 

gathering of data and observations with these technologies always has to consider possible 

negative consequences such as job losses related to professional work management and 

privacy issues 9 the right balance of these elements is important in order to be assured that an 

overall good outcome results for an autonomous system in contrast deontological ethics rests 

on rules and principles that guide moral practice without regard to consequences the same 

goes for assessment technologies such as autonomous weapons or medical robots which 

involve issues of urgency deontological ethics adhere to the notion that systems operate based 

on moral principles and respect human rights4 for instance using an autonomous system in 

life-or-death situations means one is more watchful about ethical violations violations of 

human dignity and the right to life 3 thus the development and application of proper 

technology must be strictly ethical virtue ethics is also valid but emphasizes 

moral character and virtues such as justice and responsibility with this approach symptoms 

of an autonomous system are considered in accordance to human qualities associated with 

such virtues judgment and responsibility for example to evaluate if the systems provide the 

core advantages the implementation of an independent system in decision-making capability 

is required technology should ideally not weaken human moral development but instead 

improve it and add worth to social values and the character of the individual 8 an ethics 

of care stresses the importance of relationships and responsibility and how 

an autonomous system will change relationships and social structures an example from the 

healthcare scenario would be if robots for patients care are evaluated based on their impact on 

the caregiver-patient relationship an ethics of care demands that such technologies must 

enhance rather than degrade the quality of human interaction and must serve empathetic 

supportive care 10 autonomous work systems implemented constructively must 

advance human relationships and quality of care if these diverse ethical approaches 

utilitarianism deontological ethics virtue ethics and care ethicsare combined all of the 

moral dimensions of autonomous systems come to light each of the traditions has not only 

different stances toward responsible development and use but also provides pathways for 

navigating complex issues about using such technologies 4 3 8 10 table 1 lists some ethical 

frameworks applicable to autonomous systems along with the key challenge that each of 
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these frameworks presents clarifications and examples are given so that it becomes clear how 

each of the challenges would be applied. 

 

Table 1: Key Challenges in Applying Ethical Frameworks to Autonomous Systems. 

ETHICAL 

FRAMEWORK 

KEY 

CHALLENGE 
EXPLANATION EXAMPLE 

Utilitarianism 

Balancing 

Different 

Outcomes 

It requires rigorous calculations to 

assess if the benefits of autonomous 

systems, such as fewer accidents, 

exceed the drawbacks, such as job 

losses. To strike a balance between 

these factors, careful research and 

assessment of the long-term impacts 

on society are required.
[20,21]

 

Although self-driving vehicles 

promise safer roads, massive 

data monitoring may pose 

privacy concerns and result in 

employment losses in the 

driving business.
[22, 23]

 

Deontological 

Ethics 

Establishing 

Universal moral 

principle 

The application of uniform ethical 

rules to autonomous systems is 

problematic due to differences in 

cultural values and moral principle 

interpretations. It is critical to ensure 

that these systems protect fundamental 

human rights in a variety of 

circumstances.
[27]

 

Regardless of national and 

cultural variations, autonomous 

weapons must perform in 

compliance with strict ethical 

criteria that protect human life 

and conform with international 

humanitarian law.
[28, 29]

 

Virtue Ethics 

Ensuring 

Technology 

Enhances moral 

character 

Autonomous systems must support and 

improve human ideals such as 

responsibility and justice. However, 

relying too much on these tools may 

damage one's ability to participate in 

moral reasoning and judgment.
[31]

  

AI-driven decision-making in 

the workplace may limit 

employees' ability to exercise 

judgment, perhaps impeding 

moral growth and a sense of 

accountability.
[32]

 

Ethics of care 

Preserving 

Human 

Relationship and 

Empath 

Autonomous technology in caring 

should be designed to supplement, not 

replace, human empathy and 

relationships. Instead of 

depersonalizing care, these 

technologies should encourage 

meaningful human connections.
[24, 25]

 

Although the employment of 

robotic caregivers in elder care 

facilities may boost productivity, 

there is a risk that this could 

impair residents' emotional 

support and increase their 

experience of loneliness due to a 

lack of human connection.
[26, 30]

 

 

4.1. Implementing Ethical AI: Challenges, Frameworks, and the Role of Governance 

Figure 1: A holistic AI ethics framework, moving towards the key elements of developing 

ethical AI. It is a really difficult task to define AI ethics, but it is even harder to apply those in 

real-life scenarios. Ethical AI goals should be not to harm humans, but first and foremost, it 

needs human rights and what "harm" is.
[4] 

 

Generally, ethical sensitivity training is needed to train moral-decision-making artificial 

intelligence. From a theoretical point of view, AI should be taught to find moral dilemmas, 
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but building an ethically conscious AI system is tough work and time-consuming.
[8]

 In 

general, initiating research regarding this topic and realizing its importance would be good 

steps in the right direction. 

 

A number of companies have started developing their ethical principles to inform AI 

development, including Microsoft, IBM, Google, Accenture, and Accenture. For instance, in 

the year 2018, the Monetary Authority of Singapore, Microsoft, and Amazon launched the 

FEAT principles, which entail fairness, ethics, accountability, and transparency. This is 

towards the adoption of AI responsibly and ethically (Binns, 2018). 

 

Ethical AI requires regulations and good governance. For example, legal frameworks such as 

the Algorithmic Accountability Act and anti-discrimination laws are a fundamental base for 

the development of responsible AI.
[5]

 These statutes help build guardrails such that AI 

systems will behave morally when designed against such characteristics.
[6] 

 

Above all, self-regulation is an essential tool for the moral development of AI. Open 

communication, information disclosure, and public discussions can educate people about the 

benefits of AI and reduce myths surrounding AI technology.
[7]

 If society better understands 

the legal frameworks, human rights, and ethical issues attached to AI, then it would be 

possible to promote trust in AI systems more effectively and efficiently and support their 

ethical development.
[3]

 

 

 

Figure 1: AI Ethics: Framework of building ethical AI. 

 

5. Safety Considerations 

All this would have been possible only if there was an emphasis on technical reliability, 

safety of risk management, and human-AI interaction safety; therefore, the safety of such 
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systems is of extreme importance. Technical reliability forms the core of these systems 

because only a dependable system could function both securely and efficiently. This 

reliability will take a great deal of testing and validation to ensure that systems, like self-

driving cars perceptively know their surroundings, achieve sound decisions, and respond 

appropriately to unexpected situations. For example, Waymo is one of the companies that 

have recently become quite popular in autonomous driving technology. They have carried out 

millions of miles of testing on their vehicle's mechanism to enhance safety and 

performance.
[4]

 Besides these, the software needs frequent upgradations and maintenance 

processes in order to remove newly emerging problems, which ensures proper functioning of 

these systems. Due to their very reliability level, we can do much for limiting possible 

frequencies of malfunctioning, and these technologies work exactly as visualized.
[12]

 Risk 

management happens to be an extremely critical safety consideration for autonomous 

systems. 

 

This would include identifying the risks, implications of which the master plan of the 

mitigation measures is to be given; for instance, the disputed delivery drones are self-driving 

in nature and therefore have to be coupled with the most advanced collision-avoidance 

systems in ensuring that transport is accident-free.
[11]

 Similarly, a good risk management 

system will be to develop relevant safety protocols and failsafes. System failures require 

contingency plans where it clearly outlines step-by-step procedures on how to respond to 

emergencies hence avoiding harm to the users and bystanders.
[3]

 Preventive mechanisms 

make sure that any problem posed can be solved within a short duration hence avoiding much 

damage. Another significant aspect, Human-AI interaction safety is designing user-friendly 

interfaces and clearly outlining communication protocols such that misunderstandings and 

accidents are not experienced. 

 

For example, this kind of health care technology assistant should be designed to increase 

human healthcare provider tasks with promoting safety. In addition, such systems should be 

more intuitive in designs concerning interaction. Thus, it becomes easier for the application 

of the technology to be learned.
[13]

 The safety and intuitive nature of human-AI interaction 

now becomes useful in building up trust that leads to more holistic safety while making 

technology even more efficient with little chance of danger.
[14]

 Focusing attention on the most 

key aspects of safety considered in autonomous systems enables them to be more reliable and 

usable while assimilating them with minimal risk into daily life. 
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6. Accountability Issues 

Determining responsibility for the actions of autonomous systems is therefore going to be a 

complex struggle involving legal, ethical, and practical considerations. Legal accountability 

forms an important part of this challenge, and proper rules and standards for the design and 

application of such systems need to be ensured. For example, in the case of an accident 

involving a self-driving car, identifying liability could be a daunting task. Who bears the 

burden for design failure, coding error, or misuse: The manufacturer, software developer, or 

the motor vehicle operator? These technological advancements imply that laws and 

regulations also have to change in response. As
[4]

 noted, it is equally imperative to define 

clear rules for effective accountability management.
[4]

 Similarly,
[14]

 it is argued that existing 

legal standards are generally insufficient to handle the complications arising from 

autonomous technologies, and there is a need for new regulatory frameworks.
[14]

 This 

illustrates how important the regulatory agencies are to set guidelines that regulate and set 

standards that equally will balance innovation and safety. Other than legal perspectives, moral 

responsibility is another greatly implicated factor. 

 

Apart from legal obligations, developers, manufacturers, and users have ethical obligations to 

develop autonomous systems. The developers should be sure that their systems cause 

minimal harm and function ethically by taking the wider implications into consideration. For 

example, developers must be sure that the developed algorithms do not continue to propagate 

bias or create unintended harm.
[4,1]

 As argued by
[1]

, automated systems should be designed to 

avoid societal inequalities that are reinforced by design principles.
[1]

 To ensure that users 

operate such systems responsibly, according to guidelines and within the limitations of the 

technology, shared moral responsibility would ensure that positive contributions from 

autonomous systems prevail over undermining public trust.
[4, 17]

 Assigning accountability is 

challenging because autonomous systems have inherent complexity. Machine learning 

algorithms can be opaque in their decision-making process, making it hard to identify blame 

when things go wrong. 

 

For instance, with an algorithm's decision finally leading to a foreseen consequence, tracing 

the cause of the mistake from the root becomes hard.
[4, 15]

 This aspect is compounded further 

by the "black box" nature in which many machine learning algorithms are realized, which 

often reduces their ability to understand and explain the decisions made. Mechanisms to 

promote transparency regarding the processes of decision-making become necessary in this 
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regard. The ability of systems to explain their decisions in order to assign accountability and 

maintain public trust helps in the same.
[4,16]

 Advocate for interpretability in machine learning 

models for enhancing accountability and trust.
[16]

 Secondly, there need to be placed clear and 

understandable protocols for management failure and ability to identify and hold those 

responsible in place for such challenges to be managed. 

 

7. Societal Impact 

Implications they will introduce into society profound changes touching many aspects of 

living: economic displacement, inequality, and ethics. Just as they assimilate themselves into 

people's lives, it has already changed the traditional job markets fundamentally. For example, 

an emerging driverless car significantly changes professional drivers' jobs, including truckers 

and taxi drivers. As argued by
[2]

, such professions being automated would mean an 

unprecedented job loss; several sources of livelihood would be lost. Polices in the following 

lines reduce such eventualities; these are in the form of retrenchment policies. These will 

enable the affected workers to acquire knowledge in areas that are needed for emerging 

industries. Social welfare nets also play a significant role as they will cushion the wounds of 

losses through financial provision during transition
[18]

). More policies to encourage 

employment growth in areas likely not to be automated can alleviate other economic impacts. 

Apart from economic issues, automation can worsen social and economic inequality. 

 

Because these advanced technologies, such as health-care robots, will firstly be only 

accessible to the well-off persons or bodies, disparities will be created about quality care.
[5]

 

This will naturally lead to situations whereby certain sections of the population will benefit 

from the improvement of the said technologies, while most of the underserved people will 

stay on the sidelines. Equal access is necessary so that such problems do not occur in these 

technologies. Policies must be framed in such a way that the benefits of an autonomous 

system are distributed equitably across all the socioeconomic classes and, to the extent 

possible, eliminate the existing barriers that are in place today to create problems and prevent 

many from accessing these fruits.
[1]

 A more equitable distribution of the benefits can then be 

achieved by equity-focused initiatives and inclusive design strategies that will bridge the gaps 

between the groups. Very grave ethical implications regarding the deployment of the 

autonomous system include problems around privacy, surveillance, and probable misuses. 

 

For instance, surveillance independent drones violate the right to privacy and civil 

liberties.
[19]

 It raises ethical questions that must be addressed upon by ethical doctrines and 
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legislations that will answer such questions. Legal frameworks should create responsible use 

of these technologies with the maximum transparency and well-defined boundaries in place 

together with oversight of fundamental rights needing protection.
[4]

 These rules shall advance 

innovation in a privacy and civil liberties-protecting manner so that autonomous systems 

contribute to society without impairing ethical standards. 

 

8. CONCLUSION 

AI integration, for example, presents enormous challenges but promises to disrupt many 

industries. Being only capable of developing AI at a relatively fast pace, there are now 

unprecedented opportunities for creativity and efficiency, but it raises pertinent moral and 

practical concerns. The essence of difference between human intelligence and biological 

settings, and AI based on data-driven algorithms, sets considerable emphasis on providing 

deeper thinking on the front of AI. A viable ethical framework is called for to enable AI 

systems to respect human values-especially on the fronts where autonomous systems are 

required for decision-making. These frameworks should not only persevere in moral values 

but also fulfill the entire set of challenges while planning for AI integration in societal 

functioning. Developing AI demands an increasingly more human-centric approach. 

 

This implies prioritizing safety, responsibility, and equity in designing and deploying AI 

technologies. We would, therefore, be able to negotiate the moral dilemmas and 

consequences posed by AI penetration by focusing on these factors. This involves 

technological innovation and commitment to ideal ethics so that the benefits of AI are passed 

to society. Such an integrated approach will ensure that society's trust and well-being are not 

compromised even as it gains as much benefit from AI as is practically possible. 
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