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ABSTRACT 

The rapid evolution of Artificial Intelligence (AI) has impacted nearly 

every sector of society, with its integration into criminal activities 

posing new and expanded threats. This article reviews pertinent 

literature, reports, and incidents to establish a typology of malicious AI 

use and abuse. Our aim is to delineate various activities and associated 

risks, starting with an examination of AI model vulnerabilities and how 

they can be exploited by malicious actors. Subsequently, we explore 

both AI-enabled and AI-enhanced attacks, providing a comprehensive 

overview without striving for exhaustive classification. We propose 

four categories of malicious AI abuse: integrity attacks, unintended AI 

outcomes, algorithmic trading, and membership inference attacks.  

Additionally, we identify four types of malicious AI use: social engineering, dissemination of 

misinformation/fake news, hacking, and the development of autonomous weapon systems. By 

mapping these threats, we facilitate a deeper understanding of governance strategies, policies, 

and activities necessary to mitigate risks and prevent harm. Effective collaboration among 

governments, industries, and civil society actors is crucial to enhance preparedness and 

resilience against the malicious use and abuse of AI. This article contributes to the expanding 
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knowledge base on this issue and underscores the importance of proactive measures to 

address emerging threats in AI security. 

 

KEYWORDS: Artificial intelligence, artificial intelligence typology, computer crime, 

malicious artificial intelligence, security, social implications of technology. 

 

INTRODUCTION 

The impact of systems using Artificial Intelligence (AI) is at the centre of numerous 

academic studies, political debates, and reports of civil society organizations. The 

development of AI has become the subject of praise due to unprecedented technological 

capabilities, such as enhanced possibilities for automated image recognition (e.g., detection 

of cancer in the field of medicine. However, it has also been criticized - even feared - due to 

aspects such as the uncertain consequences of automation for the labour market (e.g., 

concerns of mass unemployment. This duality of positive vs negative aspects of the 

technology can also be identified in the context of cybersecurity and cybercrime. 

 

Governments use AI to enhance their capabilities, whereas the same technology can be used 

for attacks against them. 

 

While the recent surge in AI development has been fuelled by the private sector and 

applications in customer-oriented applications, sectors such as defence might use similar 

capabilities in their operations. At the same time, it is increasingly difficult to distinguish 

between the actions of state and non-state actors. This has recently been demonstrated by a 

wave of ransomware attacks targeting public infrastructure in many countries, such as the 

Colonial Pipeline in the United States in May 2021. Additionally, programs and applications 

developed for non-malicious purposes can also be implemented or modified for malicious 

intent and potentially cause harm. The dual-use aspect of technology is not an entirely new 

problem when it comes to cybercrime1 or (cyber-) security. Nevertheless, how AI can be 

leveraged for malicious use and abuse constitutes novel vulnerabilities. Permanent 

assessment of the threat landscape is crucial to create and adapt governance mechanisms, 

develop proactive measures, and enhance (cyber-) resilience. To build on previous work and 

expand the understanding of how AI broadens the potential for malicious activities online, 

this article evaluates the main categories of use and abuse of AI in a criminal context. We 

provide several salient examples that allow us to illustrate the challenges at hand. 

http://www.wjert.org/


Sree et al.                                        World Journal of Engineering Research and Technology 

  

 

 

www.wjert.org                         ISO 9001: 2015 Certified Journal       

 

167 

Based on these examples, we present a typology that catalogues the main harmful AI-based 

activities. Developing knowledge and understanding about the potential malicious use and 

abuse of AI enables cybersecurity organizations and governmental agencies to anticipate such 

incidents and increase their preparedness against attacks. Furthermore, a typology is greatly 

useful in structuring research efforts and identifying gaps in knowledge in areas where more 

research is warranted. 

 

A. Malicious Abuse of AI: Vulnerabilities of AI Models 

1) Integrity Attacks 

Machine learning (ML) has become more prevalent in recent years. This has created incentives 

for attackers to manipulate models (e.g., the software itself) or the underlying data, making 

ML models prone to integrity attacks. In integrity attacks, hackers attempt to inject false 

information into a system to corrupt the data, undermining their trustworthiness. One of the 

risks associated with the vulnerability of AI models is the creation of „adversarial 

examples‟. According to “adversarial examples are malicious inputs designed to fool 

machine learning models” which causes misclassification of material scrutinized by the 

systems. In some cases, the perturbations are too subtle to be perceived by human observers, 

but they still cause AI systems to make mistakes. 

 

One example of an adversarial ML is a „poisoning attack‟. The attacker influences the training 

data of the system to alter the results of a predictive model by injecting a few corrupted points 

in the training process. In other words, poisonous samples can be injected into the training 

data to manipulate the classifier, leading to undesirable consequences. A concrete example is 

the attack on Tay, Microsoft‟s AI chatbot, which was released in 2016. The chatbot had the 

objective of creating tweets that could not be distinguished from a human actor. Within a few 

hours of release, users launched a coordinated attack in which they tweeted offensive words 

and phrases, exploring Tay‟s “repeat after me” function. 

 

This led the bot to reproduce similarly objectionable content. According to the Corporate 

Vice- President of Microsoft, “although we had prepared for many types of abuses of the 

system, we had made a critical oversight for this specific attack.” 

 

Consequently, after less than 16 hours, Microsoft had to suspend the account. This 

demonstrates that defending a chatbot against attacks is challenging, especially when the 

system is trained in online environments with unforeseeable live interactions. 
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Researchers at New York University (NYU) explored another risk associated with the context 

of outsourced training data. They demonstrated that an adversary might create a Bad Net (a 

maliciously trained network), which displays conventional behaviour until a potential 

attacker triggers an attack. To test this hypothesis, Bad Nets were implemented in a complex 

traffic sign detection system. They demonstrated that a stop sign could be correctly identified 

by a self-driving car until a stop sign with a pre-defined trigger (yellow „Post-It‟ note) was 

presented. This study demonstrates that AI models might be susceptible to data poisoning and 

adversarial examples, resulting in misclassifications and errors with potentially grave 

consequences that are difficult to foresee for humans unfamiliar with the technology. This 

might be one of the reasons why the recently proposed EU AI Act entails specific 

requirements for training data of „high-risk systems‟ in Article. 

 

2) Unintended Outcomes of the Use of AI 

Models used to train AI systems can present a different result from what was expected by the 

developer for various reasons. For instance, models based on neural networks may 

unintentionally memorize and disclose details. This can be problematic, especially when the 

data used to train the models are private or sensitive. explained the phenomenon: during the 

learning process, such models might memorize details unrelated to the primary task. To 

prevent harmful consequences from unintended memorization and disclosure of information 

by the algorithm, it is necessary to apply techniques that guarantee data privacy. 

 

The team behind the development of Smart Compose, the real-time suggestion system used 

by Google‟s Gmail service, considered this carefully. To avoid unintended memorization, 

they conducted “extensive testing to make sure that only common phrases used by multiple 

users are memorized”. 

 

Their goal was to prevent the models from learning details (e.g., private information) that were 

not related to the primary task (e.g. general and commonly used phrases) while training the 

algorithm. For example, when a user enters a text prefix such as “my ID number is”, the 

model should not suggest a text completion with the ID number of another user see). This 

challenge serves as one example in which the developer does not have the malicious intent of 

disclosing the user‟s personal information; the potential harm resides in the possibility that the 

model performs differently than previously expected (i.e., by memorizing private data). 
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3) Algorithmic Trading/Stock Market Manipulation 

With the help of computers and AI-powered software programs, technology facilitates and 

accelerates the pace of financial analysis and decisions. The use of AI systems in market 

trading, which causes it to move “with lightning speed” has both positive and negative 

aspects. In terms of positive aspects, the current financial technology has, for instance, 

decreased transactional charges and costs of capital for businesses However, algorithmic 

trading with decisions that are difficult to follow for humans inserts instability into the 

market. As a result, a risk for high-speed crashes (i.e., flash crashes) emerges. David Weild 

IV, the former vice-chairperson of Nasdaq, bluntly argued that “we‟ve created a stock market 

that moves too darn fast for human beings”, which is the reason “we see shocking results”. 

 

The challenges of automated decision-making in the financial sector became apparent after 

the 2010 flash crash, which caused a loss of almost $ 1 trillion. Navinder Singh Sarao, a high- 

frequency trader, was sentenced in 2020 to a year of home incarceration for his involvement 

in this incident. Sarao was accused of using an automated program to create large sell orders 

to push down prices. Once the prices dropped, he canceled orders to buy at lower market 

prices to get the benefits when the market recovered. 

 

This first market crash in the era of algorithmic trading served as “a wake-up call” not only to 

traders but also to regulators, showing some of the challenges of high-speed automated trading 

and automated-decision making more generally. 

 

To prevent similar incidents in the future, some techniques used to manipulate high-

frequency trading, such as spoofing and layering, were banned. 

 

The discussions surrounding the development of regulatory frameworks usually focus on 

market harm caused by malicious actors . Even though this is a necessary evaluation, it is also 

important to consider what could be done in the case of a technological accident or 

insufficient testing. As trading on stock markets becomes increasingly driven by algorithms, 

investors could face similar flash crashes more often. In such an environment, things can 

change and “get out of hand in seconds”. Among the potential policy responses to flash 

crashes is the creation of insurance systems. suggests that a financial market fund named the 

“National Protection Fund”, which would compensate the investor eventually harmed by 

market disruptions caused by algorithms, could be a way of guaranteeing more stability and 

safety in trading. In addition, strengthening cybersecurity and an in-depth assessment of the 
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respective algorithms could help to prevent the harmful consequences of high-speed crashes. 

 

4) Membership Inference Attacks 

In membership inference attacks, the malicious actor aims to uncover and reconstruct the 

samples used to train a ML model. These attacks can be effective on several systems, such as 

classification and sequence-to-sequence models . They can also be used against generative 

adversarial networks (GANs). GANs are a class of deep-learning model that creates 

seemingly realistic - but fake - examples of the data used in the training process. This 

technique is used in different applications. 

 

In a recent study ,demonstrated that the faces produced by the “This person does not exist” 

algorithm are quite similar to the faces of the individuals that were part of the training data. 

 

 

Figure 1: Vulnerabilities of AI. 

 

Table 1: Summary of Vulnerabilities of AI. 

Integrity Attacks 

Adversarial examples, a type of integrity attack, can be used to manipulate 

ML models causing the algorithm to make mistakes. Example : Microsoft‟s 

Tay 

Unintended AI 

Outcomes 

Algorithms can present an unexpected output due to, for instance, 

unintentional memorization by models based on neural networks. Example: 

Gmail‟s Smart Compose 

Algorithmic 

Trading 

With the increase of algorithmic trading, the stock market is susceptible to 

high-speed crashes. The incidenrs can be intentional or accidental 

Membership 

Inference Attacks 

Such attacks try to uncover and reconstruct data used to train Machine 

Learning Models. The attacks can target datasets containing, for instance, 

biometric and genetic data . Example:thispersondoesnotexist.com 

 

B. Malicious Use of AI: AI-Enabled and AI-Enhanced Attacks 

1) Social Engineering 

Social engineering attacks use deception techniques to manipulate human subjects to 

share sensitive or personal information, which can be used for fraudulent purposes. Such 

attacks are performed in different ways using an array of AI techniques. Using these 
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techniques, cybercriminals can create elegant manipulation tactics, consequently increasing 

their chances of success and gains. 

 

1.1) Deception and Phishing 

Hackers can use AI techniques to develop a „social bot‟, which can help them deceive and 

manipulate a person into complying with their request. These „social bots‟ are algorithms 

designed to emulate human behaviour by producing content and interacting with users on the 

internet. For instance, the request of social bots can access a website that enables the criminal 

to take over the computer of the victim. One of the first known cyberattacks that used AI 

techniques was a dating chatbot known as „Cyberlover‟. It was released in 2007 to lure users 

of chat rooms into sharing personal information or click on fraudulent links. The bot used 

natural language processing (NLP) to deliver a customized dialog, which raised concerns 

about the capabilities being used in cybercrime. 

 

Similarly, attackers can masquerade themselves as trusted individuals or companies to induce 

the victim to open an email or link to steal data. The technique, known as phishing, can also 

be enhanced by AI to maximize the reach and gain of criminals. 

 

This was demonstrated by, who conducted an experiment using a model based on machine 

learning techniques to generate text to be posted on Twitter. The authors chose this social 

media platform because of the character limitation of each tweet, which makes posts with 

broken English and shortened links to be considered acceptable and normal. The results show 

that the dynamics of such platforms may facilitate the use of machine-generated text for 

phishing. 

 

AI may enable growth in these types of attacks in social media because posts tend to be 

written in an informal tone, with occasional spelling and grammar mistakes, and with 

shortened links. 

 

1.2) Big Nudging and Manipulation 

In addition to the potential targeted action described in the previous section, large numbers of 

bots might be created to support actions with malicious intent. Bots can potentially influence 

public opinion and the outcome of elections. For instance, by retweeting specific content or 

replicating hashtags, social bots can be used to create the impression that a candidate or 

political movement is more popular, deceiving users on social media platforms. A similar 
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strategy is astroturfing, a process that mimics a bottom-up activity to create the impression 

that a policy or individual has widespread grassroots support when little or no support exists . 

An example of this is when a given organization is responsible for publishing thousands of 

Twitter posts using different accounts to influence public opinion against or in favor of a 

candidate in an election. Astroturfing can be found in Twitter posts, blogs, news portals, and 

other online platforms, and they can be used as disinformation strategies. 

 

Bots can also be used to create the perception of support for a cause in public consultations 

and interfere with polls. Concerns over this possibility spiked after the Federal 

Communications Commission‟s (FCC) consultation on net neutrality in the United States. As 

the FCC had plans to roll back net neutrality protections, the regulator opened a consultation to 

gather public opinion on the topic through a comment section. The data analytics company 

Gravwell identified that, out of the approximately 22 million comments received by FCC, 

more than 80% were submitted by bots. In this case, natural language generation was used to 

artificially inflate the support against net neutrality protection. 

 

Another use of AI in this context is online profiling and targeting. The Cambridge Analytica 

scandal exemplifies this. According to reports and whistle-blowers, the app GSRApp was 

used to deceptively collect the personal data of their users, including personality traits, which 

were later used to train an algorithm. 

 

This algorithm generated personality scores for app users and their Facebook friends, which 

were then matched with the US elector records. Cambridge Analytica used the resulting data to 

develop voter profiling and targeted advertising services. With such information, politics 

could target specific groups of people by manipulating messages tailored to their 

psychological profile, in addition to disinformation and inflammatory material. Using these 

tools to change the behavior of individuals through manipulation can impact democratic 

processes and election outcomes. 

 

2) Misinformation and Fake News 

The development and diffusion of technology, blogging platforms, and social media have 

changed the way individuals consume information, access news items, and form opinions. The 

fast pace of the Internet also enables anyone to create and rapidly share content, which can 

reach many people. This scenario has created an environment that allows the creation and 

spread of misinformation and fake news. Although the term “fake news” is contested by 
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some journalists and academics it is still relevant to promote debates on digital literacy and 

encourage scholarly work on the issue. Moreover, the justification behind the call for a ban 

has been demonstrated to be insufficient for abandoning the term. 

 

Unsubstantiated rumours, speculation, and deliberately false information can lead to 

disastrous consequences, especially in times of uncertainty and social unrest, such as 

endemics and pandemics. During political events such as elections, it can also be harmful. AI 

systems can fuel the creation and spread of this type of content, which represents a risk to 

society and democratic processes, potentially even democracy as such. 

 

Tools such as GPT-3 could boost the creation of written pieces aimed at misinformation. 

GPT-3 is an autoregressive language model that uses deep learning to complete tasks such as 

question- answering, text completion, and summarization. Due to format, choice of words, 

and consistency, texts created automatically with the tool might look like they were written by 

a human, misleading the reader due to apparent credibility. 

 

Some examples of this can be seen on the website “NotRealNews.net”, which uses AI to 

generate AI-written fake news pieces. The idea behind the project was to demonstrate how 

this tool can be used to support the work of journalists. Considering that the articles were 

mostly convincing, such a tool could easily be used to disseminate compelling fake news 

articles. This means that automatically generated texts, coupled with current targeting 

capabilities, could further increase the quantity, quality, and impact of fake news and 

disinformation campaigns. These might impact democratic processes to a greater (e.g., by 

convincing electors to change their vote) or to a lesser degree (e.g., by confirming or 

reinforcing electors‟ pre-existing views). In addition, as technology evolves, texts can be 

tailored to the audience‟s taste, increasing the proliferation of “filter bubbles” and polarization. 

 

Some strategies could help to reduce the negative impact of the use of AI systems to create 

and disseminate fake news and misinformation. conducted a study that revealed that 

information literacy increases the likelihood of identifying fake news pieces. 

 

According to the Association for College and Research Libraries (ACRL), information 

literacy is “the set of integrated abilities encompassing the reflective discovery of information, 

the understanding of how information is produced and valued, and the use of information in 

creating new knowledge and participating ethically in communities of learning”. For this 
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reason, educating individuals about the adequate use of digital resources is of paramount 

importance. Following this logic, the more citizens can navigate the online environment and 

critically evaluate the information, the less unfounded stories will impact them and their 

community. 

 

3) Hacking 

3.1 Forgery: Deepfakes 

Prominent examples of forgery in the digital age are deepfake videos and images. Such 

hyper- realistic media may apply AI in its creation to portray a person saying or doing things 

that did not happen. The use of AI for the forgery of videos and images enables more realistic 

material, making it difficult to distinguish between what is real and what is fake. 

 

Although such manipulation is not new, especially after the popularization of programs such 

as Photoshop, AI makes forgery more elaborate and challenging to detect. For instance, Ali 

Aliev developed a method for creating deepfakes in real time. To test the tool, the 

programmer joined a random Zoom meeting pretending to be Elon Musk. This example goes 

along with the current practice of mostly using the figures of well-known individuals, such as 

celebrities and politicians, in deepfake materials. The danger of these videos and images 

resides in the fact that they can be created for several malicious purposes: propaganda, 

disinformation, bullying, revenge porn, or blackmail to name just a few. 

 

The malicious use of forged videos can have a direct impact on politics and international 

relations. The Democratic Party in the United States created a fake video of the chairman at a 

convention to highlight their concern for the effect of deepfakes in democratic processes. 

 

One of the alternatives to reduce the negative consequences of the use of forged videos is to 

raise awareness of the population about such technology use. 

 

Bruno Sartori, a deepfake creator, produces humorous videos depicting Brazilian national 

politics, especially involving politicians from the executive branch. Adding a level of 

absurdity in the videos, viewers understand that they are not real and the material produced 

constitutes an elaborate satire. More importantly, the material shared on social media 

platforms serves to demonstrate the risks of the technology to the public. Inoculation theory 

helps explain such interventions. According to this theory, prior exposure can help protect 

individuals against future threats. 
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In the context of deepfakes, by offering knowledge about the technology and convincing the 

population to interpret videos critically, such initiatives might help individuals to be 

“inoculated” against maliciously forged videos. In addition to raising awareness, it is 

important to further develop tools for deepfake detection. AI techniques can be particularly 

helpful, such as the use of recurrent neural networks. 

 

Describe a phenomenon known as the “liar‟s dividend”, which adds a layer of complexity to 

the problem. According to the authors, liar‟s dividend refers to the situation in which someone, 

a „liar‟, takes advantage of the existence of deepfake videos to discredit a real video. This 

person would claim that the material was manipulated, creating doubt about its authenticity 

among the public. The more the public is aware of the use of AI to doctor videos, the more 

skeptical they will be, questioning videos and images that are, in fact, real. This is what the 

authors called the liar‟s dividend: “this dividend flows, perversely, in proportion to success in 

educating the public about the dangers of deep fakes . Therefore, there is a possibility that, 

during elections, a candidate that was caught on tape might lie about the video, saying it is a 

deepfake, convincing electors of their innocence. At this point, it remains to be seen whether 

and how regulations such as the EU AI Act will be able to address deepfakes. In the current 

draft, no dedicated prohibition is visible. However, the People‟s Republic of China is 

introducing relevant legislation that will require platform operators to prevent the spread of 

deepfakes on their networks. 

 

3.2 Repetitive Tasks 

AI is also efficient in conducting repetitive tasks that can be used maliciously. One example is 

the incident involving the company Ticketmaster. AI tools were employed to bypass 

Captcha
[3]

, which enabled the purchase of thousands of tickets that would later be resold to 

generate profit. Pattern recognition is not a problem limited to Captcha-defeating purposes. 

Concerns about other hacking- based crimes, such as password-cracking, should also be 

considered. 

 

One way to crack passwords is through brute force attacks, which can be time and resource 

consuming. However, it has been demonstrated that brute-force attacks using AI have a 

significantly higher success rate than non-AI based attacks. In other words, the advances in 

AI could lead to repetitive tasks being used for malicious purposes, such as password 

cracking. 
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3.3 Malware 

Malware threats have been used for several decades. Creeper Worm, the first documented 

malicious software, appeared in the 1970s. Since then, these attacks have become a massive 

industry that is now a significant cybersecurity concern. The AV-TEST Institute registers 

more than 350,000 new malware and potentially unwanted applications (PUA) per day. This 

means that four new malware or PUAs are registered every second. As malware developers 

continue to innovate and create more elaborate malicious programs, it becomes challenging to 

establish proper and timely defense mechanisms. Currently, concerns revolve around the 

possibility of AI techniques being used to create more effective and difficult to detect 

malware. However, to the best of our knowledge, this technology is not yet well developed. 

 

The current possibilities are mainly explored by academic research and as proof of concept 

by companies. For instance, IBM presented DeepLocker at the Black Hat USA 2018. This 

system enhances malware with AI and improves its evasion capabilities. DeepLocker explores 

the lack of explicability of AI systems, which is mainly considered a weakness of AI, to its 

advantage. It uses a deep neural network to select targets and conceal the intent until it reaches 

the desired destination. The main risk of this type of AI-enhanced malware is that it can infect 

many systems without being detected. In addition, the capabilities of developing systems such 

as DeepLocker are not constrained to states; civilians and private organizations can also work 

on the development of such high-risk malware. 

 

Thus, even if AI-enabled or AI-enhanced malware are not well developed now, the potential 

risks associated with such a possibility need to be considered. 

 

One way of addressing the challenges of AI-based or AI-enhanced malware is to improve 

capabilities in the field of cyber autonomy. The feasibility of cyber autonomy was 

demonstrated during the Cyber Grand Challenge, hosted by the Defence Advanced Research 

Projects Agency (DARPA) in 2016. 

 

The finalist teams of the competition were asked to “develop automated cyber defence 

systems that can self-discover, prove, and correct software vulnerabilities at real-time”. 

During the competition, the systems were able to auto-detect and correct. In addition, they 

were able to attack the software of other participants in their network. According to since this 

event, it was possible to identify a movement towards “security automation”. This can be 

considered the first step toward cyber autonomy. Developing capabilities in autonomous 
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defensive cybersecurity is a way of leveraging AI systems against malicious actors. However, 

given the dual-use property of the technology, software created for defense can also be used 

for offensive purposes. To reduce this risk, there needs to be clear regulations around these 

systems‟ use and security safeguards. 

 

4) Autonomous Weapons Systems (AWS) 

Militaries have been exploring the possibility of autonomy in weapons for some time, 

practically since the inception of AI in the late 1950‟s. As machines can process data, analyze 

information, and make decisions in some situations in less time than humans, their use is 

particularly attractive in the context of defence. While Autonomous Weapons Systems (AWS) 

promise military and strategic advantages they also come with risks. AWS can be defined as 

AI systems designed to select (i.e., search for or detect) and engage (i.e., use force against) 

targets without the need for human control or human action after its activation . Autonomous 

functions can be applied to different platforms, such as ships or fighter jets. 

 

One of the risks of this emerging technology is the possibility of the software embedded in 

military hardware (e.g., drones) being altered by malicious actors. If a drone is hacked and the 

GPS location of an attack changed, it would behave according to the new rules set in the 

software. This could result in unintended casualties due to the target being redirected. 

Similarly, if the data used to train the systems are poisoned, this could lead to disastrous 

consequences. In 2014, Reprieve published a report demonstrating that drone attacks aimed at 

killing 41 individuals resulted in the death of approximately 1,147 people, raising questions 

about the accuracy and precision of „targeted killing‟. Gibson, who led the report, argued that 

drone strikes are “only as precise as the intelligence that feeds them”. 

 

Such high risks associated with attacks on AI systems used in warfare are being discussed in 

academia civil society and at the government level. However, at present, there are no 

international regulations regarding the use of AWS. 

 

The implications of the use of AI in warfare were first debated among state parties to the 

United Nations Convention on Certain Conventional Weapons (CCW). The main purpose of 

the CCW is “to ban or restrict the use of specific types of weapons that are considered to cause 

unnecessary or unjustifiable suffering to combatants or to affect civilians indiscriminately”. 

Within the CCW, the topic is mainly discussed through the lens of international humanitarian 

law. Ethical issues, for instance, play a secondary role. 
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From 2014 to 2016, annual Informal Meetings of Experts on AWS were held in Geneva. 

Later, the CCW created a Group of Governmental Experts (GGE) on AWS which is the main 

forum for debating autonomous weapons systems at the international level. 

 

Among the possibilities for regulation is the creation of an additional protocol to the existing 

convention. This would follow previously adopted additional protocols, such as those 

involving weapons with non-detectable fragments, landmines, incendiary weapons, blinding 

laser weapons, and explosive remnants of war. However, in the past, negotiations that started 

in the CCW, such as the one on cluster munitions, were moved outside the CCW due to 

a lack of consensus. 

 

 

Figure 2: AI-Enabled Attacks. 

 

Table 2: Summary of Malicious use of AI. 

Deception and 

Phishing 

To develop social bots, attackers can use AI techniques, such as natural 

language processing. The bots are used to deceive and manipulate people 

into complying with their requests. Example: Cyberlover. 

Manipulation 
Malicious actors can use AI techniques to develop algorithms or social 

bots to manipulate public opinion. Example: Cambridge Analytica 

Misinformation and 

Fake News 

AI systems can be used to accelerate the creation and spread of 

unsubstantiated content aimed at content aimed at misinformation. 

Example: tools such as GPT-3 

Deepfakes 
With the advances in AI, algorithms support the creation of hyper-realistic 

images and videos, known as deepfakes. 

Repetitive Tasks 
AI systems can perform repetitive tasks efficiently, which malicious 

actors can exploit. Example: Password cracking 

Malware 
Malware could be enhanced with AI techniques, improving its capabilities. 

Example: Deep Locker 

 

METHODOLOGY 

This study refers to the categorization system of a „„typology‟‟ rather than a taxonomy. The 

main difference between typologies and taxonomies involves the research methods used in 
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their development: „„typologies classify subjects by forcing deductive assignment into a priori 

predefined groups, while taxonomies determine membership into a posteriori categories that 

emerge from empirical analysis inductively‟‟. 

 

Therefore, even though the terms taxonomy and typology have been used interchangeably in 

the literature at times this article refers to the classification scheme of malicious use and 

abuse of AI as a typology. The methodology is based on an analysis of the available literature 

on cybercrime and the potential malicious use and abuse of AI systems. 

 

A literature review informs this study and findings using the following databases: IEEE 

Xplore, Science Direct, Wiley Online Library, and Google Scholar. We used keywords, titles, 

and screened abstracts. The search terms included are (Artificial Intelligence OR AI OR 

Machine Learning OR ML) AND (malicious OR crime OR harmful OR cyberattack). 

 

Additionally, we examined lists of references obtained from reviewed papers and reports, as 

well as news sources describing past AI incidents. We only reviewed papers/reports/web 

pages available in English and Portuguese. After analysing these sources, we were able to 

identify the different types of malicious use and abuse of AI systems. 

 

With the typology presented in this paper, we hope to make the following contributions 

a. Add to the emerging body of knowledge that maps types of malicious use and abuse of AI 

systems. To understand the main concepts, threat scenarios, and possibilities is necessary to 

develop much-needed preventive measures and proactive responses to such attacks. 

b. Help in establishing a shared language among and across different disciplines, especially 

between STEM disciplines and legal practitioners, as well as policymakers. Interdisciplinary 

research on the topic can reduce confusion caused by excessively technical or 

monodisciplinary language and aid in bridging existing gaps. 

c. Propose mitigation strategies, as well as demonstrating that a collective effort among 

government, academia, and industry is needed. 

 

Implementation and Evaluation 

Implementing effective strategies to address artificial intelligence (AI) crime and malicious 

use/abuse of AI requires a systematic approach, incorporating datasets and typologies to 

identify, analyze, and mitigate risks. Here's a step-by-step implementation process: 
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1. Dataset Acquisition and Preparation 

- Identify and acquire diverse datasets related to AI crime, including incidents, attacks, 

vulnerabilities, and threat intelligence reports. 

- Ensure datasets cover various domains and types of malicious activities, such as integrity 

attacks, misinformation, hacking, and autonomous weapon systems. 

- Cleanse and preprocess datasets to remove duplicates, irrelevant information, and ensure 

data consistency and quality. 

 

Dataset 

 

Figure 3: Dataset. 

 

2. Typology Development 

- Utilize existing literature, reports, and expert knowledge to develop a comprehensive 

typology of AI crime and malicious use/abuse of AI. 

- Classify malicious activities into distinct categories, such as integrity attacks, social 

engineering, algorithmic trading manipulation, and autonomous weapon systems. 

- Define subtypes within each category to capture nuances and variations in malicious 

behaviours and tactics. 

 

3. Dataset Annotation and Labelling 

- Engage domain experts and analysts to annotate datasets with relevant labels and 

attributes corresponding to the developed typology. 

- Assign appropriate labels to dataset entries to categorize them according to the 
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identified typology of AI crime. 

- Ensure consistency and accuracy in labelling to facilitate subsequent analysis and 

modelling tasks. 

 

4. Feature Engineering and Selection 

- Extract meaningful features from annotated datasets to represent different aspects of AI 

crime and malicious activities. 

- Consider various types of features, including textual, numerical, temporal, and 

contextual attributes. 

- Apply feature selection techniques to identify the most relevant and discriminative 

features for subsequent analysis and modeling. 

 

5. Model Development and Training 

- Select appropriate machine learning or statistical modeling techniques to develop 

predictive models for detecting and mitigating AI crime and malicious use/abuse of AI. 

- Divide annotated datasets into training, validation, and testing subsets for model 

development and evaluation. 

- Train models using labelled data to learn patterns and relationships between features 

and malicious activities defined in the typology. 

 

6. Model Evaluation and Validation 

- Evaluate the performance of trained models using appropriate metrics, such as 

accuracy, precision, recall, and F1-score. 

- Validate models on independent datasets to assess their generalization capability and 

robustness across different scenarios and data distributions. 

- Conduct sensitivity analysis to understand model behavior and identify potential 

vulnerabilities or biases. 

 

7. Deployment and Integration 

- Integrate validated models into operational systems and security infrastructure to 

enhance detection and prevention capabilities against AI crime and malicious activities. 

- Implement real-time monitoring and alerting mechanisms to detect suspicious behaviors 

and anomalies indicative of potential threats. 

- Continuously update and refine deployed models based on feedback, new data, and 

emerging threats to maintain effectiveness and relevance. 
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8. Continuous Improvement and Adaptation 

- Establish mechanisms for ongoing monitoring, evaluation, and improvement of 

deployed models and detection systems. 

- Solicit feedback from security analysts, incident responders, and end-users to identify 

areas for enhancement and refinement. 

- Stay abreast of emerging trends, technologies, and threat landscapes to adapt and 

evolve detection strategies and countermeasures accordingly. 

 

RESULT 

In the preceding sections, we have examined instances of AI misuse through the lens of our 

definition of malicious use and abuse of AI. This examination has led to the development of a 

typology that delineates between various types of malicious activities, as summarized in 

Tables 1 and 2. 

 

The category of 'malicious abuse of AI' (Figure 1) encompasses the exploitation of AI 

vulnerabilities, whether through integrity attacks targeting the learning models or the learning 

data. Additionally, we have included instances of unintended AI outcomes, exemplified by 

cases such as Google's Smart Compose, despite their divergence from our primary focus on 

intentional AI crime, due to their potential for intentional exploitation. Finally, algorithmic 

trading and membership inference attacks are incorporated within this category. 

 

Within the realm of 'malicious use of AI' (Figure 2), we find AI-enabled and AI-enhanced 

attacks targeting both physical (e.g., human) and digital (e.g., data infrastructures and 

computer systems) entities. These attacks can be further subdivided into four categories: (1) 

social engineering, (2) hacking, (3) misinformation and fake news, and (4) Autonomous 

Weapons Systems (AWS), as summarized in Table 2. 

 

While the resulting typology provides a comprehensive framework, it is not definitive or 

exhaustive. Some categories may overlap, while others may emerge as technology continues 

to evolve. Nevertheless, this structured overview of the current landscape and diverse attack 

vectors offers valuable insights into the burgeoning field of AI crime. 
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RESULT DATASET 

 

Figure 4: Result Dataset. 

 

Trained and Test Accuracy Results Is Represented In 

1) Bar Graph  

2) Line Graph 

3) Pie Chart. 

 

 

Figure 5: Bar Graph. 
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Figure 5: Line Graph. 

 

 

Figure 6: Pie Chart. 

 

Crime Prediction Results 

 

Figure 7.1: Crime Prediction Type Details. 
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Figure 7.2: Ratio Details. 

 

  
Figure 7.3: Datasets Results. 

 

Crime Prediction Results In Graphs 

 

Figure 8: Crime Prediction Results in Line Graph. 

 

 

Figure 9: Crime Prediction Results in Pie Chart. 
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CONCLUSION 

The threats posed by the use and abuse of AI systems must be well understood to create 

mechanisms that protect society and critical infrastructures from attacks. Based on the 

available literature, reports, and previous incidents, we focused on creating a classification of 

how AI systems can be used or abused by malicious actors. This includes, but is not limited 

to, physical, psychological, political, and economic harm. We explored the vulnerabilities of 

AI models, such as unintended outcomes, and AI-enabled and AI-enhanced attacks, such as 

forgery. 

 

This article also describes past incidents, such as the 2010 _ash crash and the Cambridge 

Analytica scandal, manifesting the challenges at hand. We also outlined attacks that, to the 

best of our knowledge, have only been demonstrated through ``proof of concept'', such as 

IBM's Deep Locker. In response to the risks presented in this paper, we have also explored some 

possible mitigation strategies. Industries, governments, civil society, and individuals should 

cooperate in developing knowledge and raising awareness while developing technical and 

operational systems and procedures to address the challenges. 

 

Although this type of classification is a useful starting point, it does not come without 

drawbacks. Some AI-enabled or AI-enhanced attacks might not fit the categories established. 

 

Further work could use empirical methods to assess whether the classification scheme 

presented is generalizable and representative. When sufficient data is available, methods such 

as statistical analysis could be helpful to reach a more complete overview of the threat 

scenario. Continuously mapping the risks associated with malicious use and abuse of AI helps 

to enhance preparedness and increases the potential to prevent and adequately respond to 

attacks. 
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